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1. Introduction

The problem of security in recent years is of key impor-
tance for the development of mankind. Resolving this issue 

is associated with the active evolution of monitoring systems 
for critical infrastructure [1]. Such facilities include large in-
dustrial enterprises, energy plants [2], chemically hazardous 
industries [3], and other strategic objects [4], the disrup-
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The tasks that unmanned aircraft 
systems solve include the detection of 
objects and determining their state. 
This paper reports an analysis of 
image recognition methods in order 
to automate the specified process. 
Based on the analysis, an improved 
method for recognizing images of 
monitored objects by a convolutional 
neural network using a discrete 
wavelet transform has been devised. 
Underlying the method is the task 
of automating image processing in 
unmanned aircraft systems. The 
operability of the proposed method 
was tested using an example of 
processing an image (aircraft, 
tanks, helicopters) acquired by the 
optical system of an unmanned aerial 
vehicle. A discrete wavelet transform 
has been used to build a database of 
objects' wavelet images and train a 
convolutional neural network based 
on them. That has made it possible to 
improve the efficiency of recognition 
of monitored objects and automate 
a given process. The effectiveness 
of the improved method is achieved 
by preliminary decomposition and 
approximation of the digital image 
of the monitored object by a discrete 
wavelet transform. The stages of a 
given method include the construction 
of a database of the wavelet 
images of images and training a 
convolutional neural network. The 
effectiveness of recognizing the 
monitored objects' images by the 
improved method was tested on a 
convolutional neural network, 
which was trained with images of 
300 monitored objects. In this case, 
the time to make a decision, based on 
the proposed method, decreased on 
average from 0.7 to 0.84 s compared 
with the artificial neural networks 
ResNet and ConvNets.

The method could be used in 
the information processing systems 
in unmanned aerial vehicles that 
monitor objects; in robotic complexes 
for various purposes; in the video 
surveillance systems of important 
objects
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of choice of the optimal basis, the inability to select image 
compression parameters for their processing and recognition 
in UMAS.

Study [14] shows that image compression plays a more 
important role in reducing the size of a graphic file without 
deteriorating the quality. DWT and hybrid wavelet trans-
form (HWT) have been proven to provide a better quality 
of compressed images. Experiments were conducted using 
a bench with ten images. DWT gives better compression 
quality than orthogonal transformation. The disadvantages 
of that approach include the impossibility of selecting the 
parameters of the basic function for their processing and 
recognition in UMAS.

Paper [15] shows that the growth in software for digital 
images has increased the need for effective methods of image 
compression. The HWT performance for the compression of 
digital images was checked. The experiment involved a set 
of 20 digital images whose compression ratio was changed. 
The disadvantages of that approach include the narrow fo-
cus of HWT, the lack of choice of the optimal basis during 
computation, the inability to use a given method for MO 
recognition.

The personality recognition system by the iris of the 
eye is tested in [16]. Compression effects for DWT-based 
images were investigated. In the cited work, the Haar 
wavelet is used to compress and decompose the image. 
The results of studies on the indicators PSNR, MSE are 
reported. It is established that DWT in the Haar basis is 
effective in compressing the image of the iris. The disad-
vantage of a given method is the inability to use it for MO 
image recognition.

It has been shown in [17] that DWT is one of the best 
compression methods. It provides for a mathematical nota-
tion to encode information according to the required level 
of detail. The Haar wavelet functions are proposed as the 
DWT basis. Redundancy of DWT detail factors decreases 
due to threshold values. The quality of compressed images 
was assessed using compression ratios and PSNR. The ex-
perimental results show that the proposed procedure ensures 
a high enough compression ratio compared to other methods 
of threshold compression. The disadvantage of a given meth-
od is the inability to use it for MO image recognition.

Compression of multicomponent images without loss 
is considered in [18]. The cited work uses a convolutional 
neural network (CNN) to select parameters for the DWT 
wavelet functions. A multicomponent compression system is 
proposed, which leads to an improvement in the spatial and 
spectral decorrelation of DWT coefficients. The compres-
sion results show a 7.2 % and 23.8 % reduction in bit rates 
compared to JPEG2000 in the YUV and RGB color spaces, 
respectively. The disadvantage of a given method is the in-
ability to use it for MO image recognition.

Our review has revealed the following disadvantages of 
known procedures (methods):

– high computational complexity and instability for dif-
ferent compression ratios of MO images; 

– the lack of practical application of mathematical appa-
ratus for processing digital images in UMAS;

– the absence of proven artificial neural networks (ANNs) 
that solve the task of recognizing MO by classes in UMAS. 

Consequently, it is necessary to devise an improved 
method for recognizing the monitored objects by CNN using 
DWT.

tion of the normal functioning of which can threaten vital 
national interests. The main factors threatening the safety 
of a monitored object (MO) include fires (explosions) [5], 
emissions of hazardous substances [6], radiation [7], as well 
as unauthorized entry of persons into the territory of MO. 
The most needed are systems built on the basis of machine 
vision and artificial intelligence, including the use of robotic 
and unmanned aircraft systems (UMAS) [8]. Therefore, 
devising new methods for recognizing monitored objects by 
artificial intelligence systems is of particular relevance.

2. Literature review and problem statement

Paper [8] reports a method of high-precision geolocation 
of remote ground MO using the platform of an unmanned 
aerial vehicle (UAV) equipped with an electro-optical de-
vice and laser rangefinder. Using data on UAV position 
and employing the optical system, the MO coordinates are 
determined. The proposed method involves multiple angle 
measurements and range measurements to MO to reduce 
random measurement errors. The simulation result shows 
that the MO coordinates were determined with an accuracy 
of 10 meters for the case when the UAV is at a distance of 
4,000 meters from it. The cited paper did not consider the 
issues related to automating the process of MO image rec-
ognition.

Work [9] shows that many applications related to 
images and videos require high quality. It is proposed to 
combine a discrete wavelet transform (DWT), a Haar 
transform, a Kekre transformation, and a cosine transform 
to compress digital images. A given combination provides 
for a better compression ratio at high compression ratios 
from 75 % to 95 %. The disadvantage of a given method is 
its high computational complexity, instability for different 
compression ratios.

Study [10] considers the technology of processing a large 
number of images for 3D reconstructions. However, the 
amount of these data is quite large while the time is limited. 
To store high-quality MO images, it is proposed to use a low-
rank tensor algorithm based on data compression. The cited 
study did not consider the issues of automation of the process 
of MO image recognition.

Analysis of the use of DWT for image compression is 
carried out in [11]. It is shown that DWT could be used 
in processes designed to compress images or improve their 
characteristics. The disadvantage of that approach is the 
impossibility of selecting image compression parameters 
for their processing and recognition under an automated 
mode.

Paper [12] considers the construction of biorthogonal 
filters based on DWT. Methods using symmetric filters that 
minimize problems caused by line breaks during conversion 
are analyzed. The possibility of using biorthogonal filters for 
the compression of digital images is shown. The disadvan-
tage of a given paper is the lack of practical application of 
biorthogonal filters for processing digital images in UMAS.

The analysis of medical images is reported in [13]. It is 
shown that the number of medical images is growing rap-
idly, so effective image compression algorithms are needed 
to store them. The cited work proposes a codec for lossless 
compression of medical images. The disadvantages of that 
approach are a relatively small compression ratio, the lack 
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At the stage of approximation of processing quality indi-
cators, the probability of the correct recognition of MO can 
be determined from the following expression [18]:

  = −     

2

exp ,p

R
P B

L
				    (5)

where B is the shape recognition coefficient; R is the spatial 
resolution ability (on the ground); L is the maximum geo-
metric size of a simple object on the ground.

The arguments of formula (2) and their ratios make it 
possible to take into consideration the influence of the most 
important factors that determine the quality of recognition: 
the geometric and photometric parameters of objects, the 
quality of an aerial photograph, and the ability of a person to 
perceive the image of the object. 

The time spent on processing an aerial photograph can 
be expressed using the following diagram (Fig. 1), where:

– t0 is the time spent on clarifying the task, analyzing the 
conditions for acquiring an image, planning the decryption 
process;

– t1 is the time spent on the search and identification of a 
complex object, zones of the location of objects; 

– t2 is the time spent on object recognition, assessment of 
the state of a complex object; 

– t3 is the time spent on the preparation of conclusions, 
registration of information and reporting documents.

The diagram demonstrates that a significant part of 
the time is spent on the stage of detailed processing whose 
main activity is the recognition of MO. Therefore, it is 
possible to improve the efficiency of the entire process-
ing process by further automating the MO recognition 
process.

In this regard, it is a relevant issue to devise the basic 
procedures and algorithm for implementing an improved 
method of recognizing MO by CNN using DWT. 

Our study was carried out under the following assump-
tions and limitations:

– UAV carries out panoramic aerial photography;
– the camera shoots in the view range, the characteris-

tics of the camera do not change; 
– MOs from the aerial photograph are recognized se-

quentially, one by one; 
– information processing is carried out at the ground 

control point; 

3. The aim and objectives of the study

The purpose of this study is to improve the efficiency of 
MO recognition by a neural network by decomposing and 
approximating the digital image of a monitored object using 
a discrete wavelet transform.

To accomplish the aim, the following tasks have been set:
– to investigate the quality indicators of MO image 

recognition; 
– to evaluate the effectiveness of the method of recogni-

tion of monitored objects by CNN using DWT.

4. The study materials and methods

4. 1. Mathematical statement of the problem on image 
recognition of monitored objects

The MO images were acquired by the UAV optical sys-
tem and transmitted to the computer of the ground control 
center. There, they are stored digitally in the form of a 
matrix P(x, y) whose dimensionality is M×N; they take the 
following form:

= , ,x yP r  

where

x=1,…,M; y=1,…,N. 			   (1)

In a general case, the problem of MO image pro-
cessing can be represented in the following form:

  = , ,x yS W r Y 			   (2)

where S is the operator that characterizes ANN 
performance; W is the DWT operator of the origi-
nal MO image; Y is the output data matrix. 

The task of processing is to choose the op-
erator S, with the help of which the decision is 
made qualitatively and quickly to categorize an 
MO image into one of the classes: tank, plane, 
helicopter.

4. 2. Selecting the quality indicators for the 
image recognition of monitored objects

The basic quality indicators that characterize 
the recognition process include the time and prob-
ability of the correct recognition of an MO image. 

The recognition time Tp is determined from the following 
ratio [18]:

,p p npT t N= 					     (3)

where tp is the time during which all MOs recognition was 
carried out; Nnp is the number of correctly recognized MO 
images. 

The probability of correct recognition Pp is estimated by 
the frequency of correct recognition:

= ,p np oP N N 					     (4)

where No is the total number of MO images that are submit-
ted for recognition. 

5
10

70

15 Receive and comprehend the task,  t0

Structural-search analysis,  t1

Detailed processing, t2

Situation overall assessment, t3

  
Fig. 1. Aerial image temporal processing diagram
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– shooting is carried out in the daytime; the season is 
summer.

4. 3. Devising the basic procedures and algorithm for 
implementing an improved method of recognizing moni-
tored objects by a convolutional neural network using a 
discrete wavelet transform

The algorithm for implementing the proposed method of 
MO recognition is shown in Fig. 2.

Fig. 2. Algorithm for implementing the proposed method

Step 1. Enter initial data (activity 1 in Fig. 2). 
At this stage, the initial data are entered. Type: image; 

dimensionality: 768×768×3; RGB type; JPEG format. 
Step 2. Build a database of MO images (activity 2  

in Fig. 2).
Images whose dimensionality is 768×768×3 are saved in 

the following classes: 1 – tank; 2 – airplane; 3 – helicopter. 
Step 3. Train ANN (activity 3 in Fig. 2). 
Input data type: 768×768 images divided into classes: 

1 – tank; 2 – airplane; 3 – helicopter.
In the proposed method, the LeNet-5 CNN architecture 

was taken as an ANN. A given CNN of the static archi-
tecture of direct propagation has shown high efficiency 
for image processing [18]. CNN training was conducted 
according to the error backpropagation algorithm (EBPA), 
which refers to the supervised methods of learning with a 
trainer [18]. EBPA is currently considered one of the most 
effective algorithms for training a CNN and determines 
the strategy for selecting the weights of a multilayer neural 
network using gradient optimization methods [18]. EBPA 

advances the generalized delta rule and is a gradient descent 
algorithm that minimizes the total RMS error. In accor-
dance with the delta rule, the adjustment of the weights at 
the current training step is carried out in the direction of the 
anti-gradient of the error function [19].

Fig. 3 shows a diagram of an artificial neuron.

Fig. 3. Mathematical model of an artificial neuron

Fig. 3 shows that an artificial neuron consists of syn-
apses that connect the neuron’s inputs to the nucleus. The 
nucleus of the neuron processes the input signals and the 
axon that connects the neuron to the neurons of the next 
layer. Each synapse has a weight that determines how 
much the corresponding input of a neuron affects its state. 
The state of the neuron is determined from the following 
formula [19]:

=

= ∑
1

,
n

i i
i

s x w 					     (6)

where n is the number of neuron inputs; 
xi is the value of the i-th input of the neuron; 
wi is the weight of the i-th synapse. 
Then the value of the axon of the neuron is determined 

from the following formula:

( )= ,y f s 				    (7)

where f(s) is the activation function. 
By substituting the value of s in formula (7), the follow-

ing expression is obtained:

=

 
=   ∑

1

.
n

i i
i

y f x w 				    (8)

Expression (8) is a mathematical model of the formal 
McCulloch-Pitts neuron. For this model, threshold activa-
tion functions were used. 

For the next neuron, the output signal can be written as:

= =

  
= ⋅    

∑ ∑
1 1

,
k n

k j i i
j i

y f w f x w 			   (9)

where k is the number of neuron inputs; wj is the weight of 
the j-th synapse. 

The development of the McCulloch-Pitts formal neuron 
model led to the emergence of new (more efficient) activation 
functions. As an activation function for the convolutional 
layer, a positively linear one is chosen ‒ ReLu (10). The ac-
tivation function ReLu returns 0 if it accepts a negative ar-
gument, and in the case of a positive argument, the function 
returns the number itself.
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( ) ( )= max 0, ,sf s            (10)

where f(s) is the activation 
function; s is the value of the 
argument. 

The SoftMax function is 
the logistic function for a multi-
dimensional case and is used in 
the CNN last layer. The func-
tion converts a vector s of di-
mensionality K to a vector f of 
the same dimensionality, where 
each coordinate of the resulting 
vector is represented by a real 
number in the interval [0, 1]. 
Coordinate values are calculat-
ed from the following formula:

( )

=

=
∑

1

,
k

s

K
s

k

e
f

e
s 	 (11)

where f(s) is the activation 
function; k=1, …, K is the num-
ber of classes. 

The SoftMax function is ap-
plied not to a single value but 
to a vector. It is used in the case 
of the multiclass classification 
problem. The network is built 
in such a way that on the last 
layer the number of neurons is 
equal to the number of classes 
sought. In this case, each neuron 
must give the value of the probability of 
belonging to the class of the object, that 
is, the value between zero and unity, and 
all neurons in the sum must give unity.

The scheme of the proposed CNN is 
shown in Fig. 4. The problem for the CNN 
to solve is to categorize images by classes: 
1 ‒ tank; 2 – airplane; 3 – helicopter.

Description of the architecture of the implemented neural 
network.

Input layer. The CNN input layer is fed an image of MO. 
Type: image; dimensionality, 768×768×3; RGB format; JPEG 
type. Each image is divided into 3 channels: red, green, blue. 
Thus, three feature maps with a dimensionality of 768×768 pix-
els are obtained, which are fed to the wavelet layer.

The topology of connections between neurons of the net-
work on the example of the first channel (red line in Fig. 4) 
is shown in Fig. 5.

Wavelet layer. The input of the layer is fed three feature 
maps with a dimensionality of 768×768 pixels, which are 
decomposed according to the formula of fast discrete wavelet 
transform (DWT) [11]:

( ) ( ) ( )
−

ϕ

−

= =

= ⋅ ⋅ϕ∑∑ 0

1 1

, ,
0 0

0

1
, ,, ,,   

M N

j m n
x y

P x y x y
M

W n
N

j m 	 (12)

where x and y are the values of the pixels of the image; 
φj0,m,n are the values of the coefficients of a wavelet 

function. 

As a result, three feature maps with a dimensionality of 
48×48 pixels were obtained, which are normalized to each 
pixel value in the range from 0 to 1, according to the follow-
ing formula [18]:

( ) −
=

min
, min, max ,

max
p

S p 			   (13)

where S is the normalization function; 
p is the value of a specific pixel color from 0 to 255; 
min – the minimum pixel value – 0; 
max – the maximum pixel value ‒ 255.
The wavelet layer is used to reduce the dimensionali-

ty and approximation of the original image. The original 
image after a fast discrete wavelet transform is reduced by 
16 times. This, in turn, would affect the CNN performance. 
As a basic function, Haar wavelets are used, which have 
proven effective in practical tasks of digital image process-
ing [9, 16, 20—22].

The size of the three output feature maps of a given layer 
is 48×48 pixels.
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 Fig. 5. Elements of a convolutional neural network



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 4/9 ( 112 ) 2021

70

The first convolutional layer. Three 48×48-pixel feature 
maps are fed to the first convolutional layer, to which a 5×5 con-
volution is applied (core size, 5×5). A given layer is a map of 
features (matrix), the number of maps is 6. Each map has a syn-
optic kernel. The size of the kernel is selected in the range from 
3×3 to 7×7. The small size of the kernel does not make it possible 
to distinguish attributes, and a large one increases the number 
of connections between neurons. The size of the kernel is select-
ed so that the size of the maps in the convolutional layer is even, 
which makes it possible not to lose information when reducing 
the dimensionality in the sub-sample layer. For the proposed 
CNN, the chosen kernel size is 5×5. The sizes of all maps of the 
first convolutional layer are the same and are calculated from 
the following formula [18]:

( ) ( )= − + − +, 1, 1 ,w h mW kW mH rY 		  (14)

where (w, h) is the calculated size of the convolutional map; 
mW is the width of the preceding map; 
mH is the height of the preceding map; 
kW is the kernel width; 
kH is the kernel height.
By substituting the values mW=mH=48, kW=kH=5 into 

formula (14), the sizes of the maps of the first convolutional 
layer are obtained:

(w, h)=(48–5+1, 48–5+1)=(44, 44).

In the initial state, the values of each convolutional 
layer feature map are 0. The values of the kernel weights 
are set randomly in the region from −0.5 to 0.5. The kernel 
slides (Fig. 5) over the preceding map and performs a con-
volution operation according to the following formula [18]:

( )[ ] [ ] [ ]⋅ = − − ⋅∑ ,, , , ,k lf q m n p m k n l q k l 		  (15)

where p is the original image matrix; q is the convolution 
kernel. 

The first convolutional layer can be described by the 
following formula [19]:

( )−= ⋅ +1 ,l l l lx f x k b 				    (16)

where xl is the output of the layer l; f is the activation func-
tion; bl is the l layer shift coefficient; kl is the convolution 
kernel of the layer l. 

Due to the boundary effects, the size of the initial matri-
ces decreases according to the following formula [19]:

−

=

 
= ⋅ +  ∑ 1

1

,
N

l l l l
j i j j

i

x f x k b 	 			   (17)

where l
jx  is the map of features j (the output of layer l);  l

jb  
is the l layer shift coefficient for the feature map j;  l

jk  is the 
kernel of the convolution j of the map of layer l. 

At the output from the layer, we have six output feature 
maps with a size of 44×44 pixels.

The first sub-sample layer. The first sub-sample layer 
receives six feature maps of 44×44 pixels. A given layer 
reduces the dimensionalities of the maps of the first convo-
lutional layer from 44×44 to 22×22 pixels. Each kernel of 
the sub-sample layer is 2×2 in size, which makes it possible 
to reduce the preceding maps of the convolutional layer by 
2 times, from 44×44 to 22×22. The entire map of features is 

divided into cells per 2×2 element, from which the maximum 
value is selected (Fig. 5). Mathematically, the sub-sample 
layer can be described by the following formula [19]:

( )( )−= ⋅ +1sub ,l l l lx f a x b 		  (18)

where xl is the output of the layer l; 
al is the l layer shift coefficient; 
sub is the operation of selecting local maximum values.
The size of the six output feature maps of the first 

sub-sample layer is 22×22 pixels. 
The second convolutional layer. The second convolutional 

layer receives six feature maps of 22×22 pixels. The second 
convolutional layer is a map of features (matrix); the number 
of maps is 6. The kernel size is 5×5.

Substituting the values mW=mH=22, kW=kH=5 yields 
the size of maps in the second convolutional layer:

(w, h)=(22–5+1, 22–5+1)=(18, 18).

In the initial state, the values of each map of the second 
convolutional layer are 0. The values of the kernel weights 
are set randomly in the region from −0.5 to 0.5. The kernel 
slides over the preceding map and performs a convolution 
operation according to formula (15). The second convolu-
tional layer can be described by formula (16). Due to the 
boundary effects, the size of the initial matrices decreases 
according to formula (17). The size of the six output feature 
maps of a given layer is 18×18 pixels.

The second sub-sample layer. The second sub-sample 
layer receives six feature maps of 18×18 pixels. The second 
sub-sample layer reduces the dimensionalities of the maps 
of the second convolutional layer. Each kernel of the second 
sub-sample layer is 2×2 in size, which makes it possible to 
reduce the preceding maps of the second convolutional layer 
by 2 times, from 18×18 to 9×9. The entire map of features is 
divided into cells per 2×2 element, from which the maximum 
value is selected. Mathematically, the second sub-sample lay-
er can be described by formula (18). The size of the six output 
feature maps of the second sub-sample layer is 9×9 pixels.

Fully connected layer. The fully connected layer receives 
six 9×9-pixel feature maps. Feature maps are converted 
into 6 feature vectors (81 pixels each). Each vector is fed 
to its neuron of a fully connected layer (Fig. 4). The fully 
connected layer optimizes the nonlinear function, improves 
the quality of MO recognition, and can be described by the 
following formula [19]:

− − −

=

 
= ⋅ +  ∑ 1 1 1

,
1

,
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l l l l
j i i j j

i

x f x w b 	 (19)

where l
jx  is the map of features j (the output of layer l); 

bl is the l layer shift coefficient for the feature map j;  

,
l
i jw  is the matrix of the weight coefficients of layer l.

Output layer. The output layer is associated with all 
neurons of the fully connected layer (Fig. 4). Responds 
to CNN. The number of neurons corresponds to the number 
of recognized classes. The output of the first neuron with a 
value close to 1 means belonging to class 1. The output of 
the second neuron with a value close to 1 means belonging 
to class 2. The output of the third neuron with a value close 
to 1 means belonging to class 3.

CNN training using EBPA is carried out in several 
stages: 
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Step 3. 1. Initial initialization of CNN weights wij with 
small random values in the region from −0.5 to 0.5. 

Direct walk along the CNN:
Step 3. 2. The input layer of the CNN is fed a training 

image of MO whose dimensionality is 768×768×3. Each 
image is divided into 3 channels with a dimensionality of 
768×768 pixels: red, green, blue. 

Step 3. 3. Three images with a dimensionality of 
768×768 pixels are decomposed according to formula (12) of 
the discrete wavelet transform and are normalized according 
to formula (11).

Step 3. 4. Next, in the following layers, the weighted sum-
mation is carried out and, also, a nonlinear transformation is 
performed using the following activation function [19]:

−

= =

= ⋅ = ⋅∑ ∑ 1

1 1

,
N N

l l l l l
pj ij pi ij pi

i i

s w x w y 	 		  (20)

where spi is the weighted sum of the input signals of the j-th 
neuron of layer l; 

l
ijw is the weight of the connection between the i and j 

neurons;  
−1l

piy  is the output of the i-th neuron in the preceding 
layer (l–1) of image p. 

The output signal of the j-th neuron of the l-th layer:

( )= .l l
pj j pjy f s 				    (21)

In a general case, the recurrent relationship that deter-
mines the output of a neuron in an arbitrary layer is written 
as follows [19]:
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i
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Thus, a sequential direct propagation of the input train-
ing image P along the neural network is carried out. 

CNN return walk. 
Step 3. 5. The total RMS error E for all neurons of the 

output layer of the neural network is determined, which is 
calculated as the difference between the required (reference) 
output d and the real (actual) output y of the last l-th layer 
of the neural network [19]:
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= ⋅ −∑
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1

1
.

2

N
l l
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i

E y d 				    (23)

Step 3. 6. CNN training is based on the adaptive correc-
tion of weight coefficients l

ijw  in such a way as to minimize 
the value of the RMS error.

Minimization of the error function E(w) is carried out on 
the basis of the delta rule, according to which the adjustment 
of weight coefficients is carried out in line with the following 
formula [19]:
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where η is the learning rate coefficient that determines the 
value of the correction step, 0<η<1; t is the number of the 
iteration of the training. 

Since the total RMS error E depends on the CNN results, 
and the CNN output is formed using a nonlinear activation 
function (22) from the weighted sum of the input signals:
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then the partial derivative of the error function is written as 
a derivative of the function in the following form [19]:
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The weighted sum of the input signals l
js  is a function of 

the synaptic weights; the expression of the partial derivative 
∂
∂

l
j

l
ij

s

w
 is equal to the value of the input signal of the current 

 
layer of the multilayer neural network, which is simultane-
ously the output of the neuron of the preceding layer:
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Hence, it follows
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Once the designation is introduced 
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the following equality is derived:
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By substituting expression (29) in (23), and using 
equality (27), the following expression for the correction of 
weights is obtained:

−∆ = −η⋅δ ⋅ 1.l l l
ij j iw y 			   (32)

This formula is used to correct the weight coefficients 
starting from the output layer of the network and towards 
the input. 

Step 3. 7. Checking the criterion of stopping the learning 
algorithm. If at least one of the following criteria is met, the 
training stops:

– the learning error has reached a predetermined value;
– the learning error does not decrease or decrease slightly; 
‒ the generalization error begins to increase, indicating 

the onset of retraining.
If the criterion for stopping the learning algorithm is not 

met, then the transition to Step 3. 2. is carried out, and the 
next iteration of training is performed. 

At the end of the EBPA algorithm, the neural network is 
considered trained and ready for use.

An example of using the EBPA algorithm to correct the 
coefficients of synaptic connections. A neural network with 
two inputs, two neurons of a fully connected layer. and two 
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output neurons (Fig. 6). It is required that the neural net-
work should produce 0.01 and 0.99.

Fig. 6. Neurons in a convolutional neural network

Direct walk along the CNN. 
Step 1. Direct distribution of the input example along the 

CNN is carried out. 
Taking into consideration the input values, the weighted 

sum of the input signals of the 1st neuron is equal to:

=

= ⋅ = ⋅ + ⋅ =∑1
1

0.15 0.5 0.2 0.4 0.155.
N

h i i
i

s x w 		  (33)

As a simplification of the example, the logistic activation 
function (a simplified version of SoftMax) is used. The out-
put value of the 1st neuron:

( )= = =
+1 0,155

1
0.4630.

1hy f s
e

			   (34)

For the 2nd neuron, yh2=0.4386 is obtained. Repeating 
this process for neurons of the output layer, using the out-
put data from the neurons of the preceding layer as inputs, 
yo1=0.4910, yo2=0.389596 are obtained.

Return walk. 
Step 2. Determining the ANN RMS error. 
Taking into consideration the input values, the RMS 

error is:

( )= ⋅ − =2

01

1
0.01 0.4910 0.1157.

2
E 			  (35)

For E02=0.18033. The general error of the neu-
ral network is composed of the following errors 
E=E01+E02=0.1157+0.1803=0.296. 

Since the desired and actual values of the ANN 
outputs do not coincide, correction (adaptation) of the 
weight coefficients of the synaptic connections of the 
neural network is necessary.

Step 3. Correction of coefficients of synaptic 
connections in the direction opposite to the direct 
propagation of input signals.

Taking into consideration the input values, the 
partial derivatives of the error function are equal to:
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To reduce the error, this value, multiplied by the learning 
rate η (for the proposed method, the value 0.3 was experi-
mentally selected), is subtracted from the current weight:
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E

w w
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The remaining coefficients of synaptic connections are 
calculated in a similar way.

5. The results of studying the effectiveness of recognition 
of monitored objects by a convolutional neural network 

using a discrete wavelet transform 

5. 1. Investigating the indicators of quality of image 
recognition of monitored objects

The coefficient of recognition of the shape of images 
acquired by a UAV optical-electronic means depends on a 
group of factors. The main ones are:

– the scale of the image;  
– brightness coefficient; 
– lighting conditions; 
– mutual position of the UAV and the monitored object; 
– the mode of processing of shooting materials.
All these factors are very variable, so the coefficient of 

recognition of the shape of even the same type of object could 
vary significantly. That causes individual objects to stand 
out on the same aerial image with different probabilities due 
to changes in the value of the shape recognition coefficient. 
Whereas the ratio of spatial resolution to maximum geometric 
size for these objects can be unchanged. Fig. 7 shows plots that 
characterize the dependence of the probability of correct rec-
ognition Pp on the value of the shape recognition coefficient B 
at different values of spatial resolution R for the same object 
the size of L, at R3>R2>R1. The dependence plots were built in 
the Microsoft Excel 2016 programming environment.
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 Fig. 7. Plots of the dependence of the recognition probability Pp on 
the value of the shape recognition coefficient B at different values of 

spatial resolution R
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The plots in Fig. 7 demonstrate that to increase the proba-
bility of correct recognition, it is necessary to reduce the value 
of the spatial resolution R or the value of the shape recognition 
coefficient B. A value of the spatial resolution is a characteristic 
of the optical-electronic observation system. It determines the 
potential probability of correct recognition of objects in aerial 
photographs. Thus, in practice, the value of the resolution that 
is necessary for the recognition of objects with a probability of 
Pp≥0.8 is determined based on the Johnson criterion (Table 1).

Table 1

Value of spatial resolution for image recognition according to 
Johnson’s criterion [18]

Recogni-
tion level

Task

Number of spatial 
resolution R values 
per minimum Lmin 
size of the object

Class rec-
ognition

The operator recognizes the image 
to the class of the object (for exam-
ple, an airplane, a helicopter, a tank)

7.6...9.6

Type rec-
ognition

The operator recognizes the image 
to the type of object (for example, 

the type of tank)
10...16

Lmin is understood as the minimum size of the projection 
of the object onto the plane (the projection of the object is per-
pendicular to the line of vision of the optical device of a UAV). 
In accordance with Johnson’s criterion, the condition under 
which the recognition of the MO image on an aerial photo-
graph can be carried out with a probability of not less than 
0.8 can be represented as follows:

≥min 10...16.L R 				    (42)

Meeting condition (42) is necessary but not sufficient to 
conduct recognition of the image of MO with the predefined 
probability. Therefore, in cases where, when condition (42) is 
met, the value of the probability of recognition does not ex-
ceed the specified level, it is necessary to reduce the value of 
the shape recognition coefficient. Such an event occurs when 
the shape of the image of the object is distorted (overlapped) 
by its own or falling shadow.

5. 2. Assessing the effectiveness of the 
method for recognizing monitored objects 
by a convolutional neural net with the use of 
discrete wavelet transform

Information processing was carried out at 
the ground control point. For aerial photogra-
phy, a UAV was used, which is equipped with a 
Sony ILCE-7R camera. A given camera has the 
following characteristics and functions:

– matrix type – 35-mm full-frame 
CMOS-matrix Exmor™ (35.9x24 mm); 

– recording format (photo) – RAW 
(sony arw 2.3 format), JPEG support 
(DCF ver. 2.0,Exif Ver.2.3, compatible with 
MPF Baseline); 

– image size (pixels): 4,800×3,200 (15M); 
3,680×2,456 (9.0M); 7,360×4,912 (36M).

An example of an aerial photograph taken 
by the digital camera Sony ILCE-7R from a 
height of 1,400 meters from a UAV is shown 
in Fig. 8.

Fig. 8. Aerial photograph acquired from 	
Sony ILCE-7R camera

Characteristics of the digital aerial photograph: resolution, 
7,360×4,912; color depth, 24 bit/pixel; file size, 8,792,288 bytes; 
focal length, 55 mm. The number of images that were used 
to prepare images of MO for the training and test samples 
is 100. One aerial photograph can contain several tens of 
MOs (Fig. 8). Images for the training and test samples were 
prepared using the ABBYY Screenshot Reader software.

As a training sample, 100 images were prepared for each 
class, a total of 300 images of MOs were used for training. 
Sample type: image; dimensionality, 768×768; JPEG format. 

As a test sample, 50 images were prepared for each class, 
a total of 150 MO images were used for testing. Test sample 
type: image; dimensionality, 768×768; JPEG format.

The main parameter for assessing the effectiveness of the 
proposed method is the time of MO recognition. Based on 
this, we measured the time spent on this procedure. Testing 
was conducted on a Dell computer that is equipped with an 
Intel(R)Kernel(TM)2 Q9400 processor with a clock frequency 
of 2.67 GHz and 8 GB of RAM. The time over which 300 MOs 
were recognized by class using the proposed method was 0.42 s. 
For comparison, the following neural networks were taken: 
ConvNets, ResNet. We studied the effectiveness of ANN for the 
recognition of monitored objects in the computer environment 
of mathematical modeling MATLAB R2017a.

The results of comparing the MO recognition time for 
different ANNs are shown in Fig. 9. Dependence plots were 
built in the Microsoft Excel 2016 programming environment.

 

 

  
 

Fig. 9. Comparing the time for recognizing monitored 	
objects – T, ms, depending on the number of images – N
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The time over which 300 MOs were recognized by 
classes by ResNet and ConvNets ANNs was, respectively, 
1.12 and 1.26 s. The time for making a decision on MO rec-
ognition based on the proposed method decreased from 0.7 
to 0.84 s in comparison with the neural networks ResNet 
and ConvNets. The main gain in time is achieved due to the 
smaller size of the MO image after DWT.

Convergence. The convergence of ANN shows whether 
the ANN architecture and the learning algorithm (coeffi-
cients of synaptic connections, learning rate) are correctly 
chosen in accordance with the task set. If the error decreases 
with each epoch of learning, then the ANN converges. If the 
error changes upwards or downwards (several times), in this 
case, the ANN does not converge. To ensure convergence, 
the learning algorithm (coefficients of synaptic connections, 
learning speed) is replaced. If convergence is not achieved 
even in this case, it is necessary to change the architecture 
of the neural network. Fig. 10 illustrates the assessed conver-
gence of ANN during training.

Fig. 10 shows that the proposed ANN has good conver-
gence. After 3 epochs, the learning error decreases. 

Adequacy. ANN is adequate if the learning outcomes 
converge to very close values (or one) – a necessary condi-
tion that there is some law (dependence) between the output 
and input data, which is implemented by the neural network.

The most effective way to check the ANN model for ade-
quacy is to compare the results with a known solution to the 
problem (if such a solution is known). The results of MO rec-
ognition experiments on the test sample are given in Table 2.

Table 2

Results of recognizing the monitored objects by class

Neural net
Image 

quantity, pc.
Time for class 
recognition, s

Recognition 
percentage, %

ConvNets 150 0.63 83
ResNet 150 0.56 88

Proposed 150 0.21 94

Table 2 shows that the percentage of recognition of the 
monitored objects by class for the test sample by the pro-
posed CNN is 94 % (ConvNets – 83 %, ResNet – 88 %). 

A sufficient condition for the adequacy of CNN is the 
predictability of results in the range of the entire set of data, 
including those that did not participate in the training.

We assessed the adequacy of the proposed method for 
different MO orientations in an image (Fig. 11). As a test 
sample, 20 images were prepared for each group of orien-
tations, for each class, a total of 240 MO images were used 
for testing (these images were not used for training). Test 
sample type: 768×768 image; JPEG format.

Fig. 11. Orientation of the monitored object, 
the class of tank (180°, 270°) 

Our results (Table 3) show that for dif-
ferent orientations of MOs in an image, the 
recognition accuracy indicators change insig-
nificantly (they are predictable). The proposed 
method has demonstrated a gain in the accura-
cy of MO recognition, compared to ConvNets 
ANN, from 2 to 7 %, compared with ResNet 
ANN, from 8 to 9 %.

The convergence of the test results (Ta-
bles 2, 3), as well as the comparison of the re-
sults with known ANNs (ResNet, ConvNets), 
shows the adequacy of the proposed method.

Sensitivity. To date, the established ap-
proach to assessing the sensitivity of ANN 
has not been adopted. Some authors [18, 19], 
when assessing ANNs, use approaches that 

are accepted in medicine (a first approach), others assess 
sensitivity to noise (data distortion) (a second approach).

Table 3

Indicators of accuracy in recognizing monitored objects for 
groups of different orientations, %

Orientation
Accuracy of monitored object recognition, %

ResNet ConvNets
Proposed 
method

(0°, 90°) 85±2 86±4 93±2

(90°, 180°) 82±3 89±3 91±3

(180°, 270°) 85±5 88±5 94±2

(270°, 360°) 83±4 87±3 91±3

For a first approach, sensitivity is defined as:

= ⋅
+

100 %,
а

P
а d

				    (43)

where a is the number of correctly made decisions on the 
classification of MO; d is the number of wrong decisions 
made. 
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The results of experiments to assess sensitivity on test 
samples (a first approach) are given in Table 4.

Table 4

Results of sensitivity assessment on the test sample

Neural net Image quantity, pc. Sensitivity, %

ConvNets 150 85

ResNet 150 89

Proposed 150 96

Table 4 shows that for the test sample of the proposed CNN, 
the sensitivity is 96 % (ConvNets – 85 %, ResNet – 89 %).

For a second approach, sensitivity is defined as the ac-
curacy of MO recognition by class depending on the noise 
level. For the experiment, an additional test sample was 
prepared by adding pulsed noise (imnoise function) to the 
original images in the mathematical modeling computer 
environment MATLAB R2017a.

An example of a noisy image is shown in Fig. 12 (from left 
to right: class image – tank with the noise of 0, 10, 20, and 
30 %, respectively).

Fig. 12. Examples of test images of the class of tank with 
added noise

During the testing, a sample of 80 images of each class 
was used, a total of 240 MO images were used for testing. 
Test sample type: 768×768 image; JPEG format.

Our experiment shows (Fig. 13) that the proposed meth-
od makes it possible to recognize MO objects by classes in 
the presence of noise in the image. At the same time, the ac-
curacy of MO recognition is significantly reduced at a noise 
level exceeding 20 %.

Reliability. The reliability of study results is the confir-
mation that the findings (patterns, recognition accuracy) 
are identical for a certain class of MO under the selected 
experimental conditions, limitations, and assumptions.

The main way to confirm the study’s reliability is its 
verification. For verification, CNN is tested on various test 
samples. The results are checked with each other and, in the 
case of their repetition (coincidence, proximity), a decision is 
made on the reliability of the experiments.

Thus, the reliability of the proposed method is confirmed:
– by the validity of the choice of initial data, basic as-

sumptions, and limitations; 
– by its verification on various training and test samples, 

with different orientations of MOs.

6. Discussion of results of studying the method of 
recognition of monitored objects by an artificial  

neural network

The operation of any image recognition system consists 
of several stages. First, the picture highlights the signs of 
recognition, which are later compared with pre-known sets 
of features of reference images of classes (types) of objects. 
Based on the established criterion, the degree of proximity 
between the features of real and reference images is evaluat-
ed. The final stage is the decision to assign the real images to 
one of the established classes.

A priori information is a component of reference one and 
should include direct, indirect, and integrated signs of MOs. 
A priori information is represented in the form of primitives: 
reference images, characteristic details of MO of a certain type.

In the proposed method, CNN was chosen as the ANN. We 
trained a given network according to the error backpropagation 
algorithm. The peculiarity of a given network is that its training 

is reduced to minimizing the error function, by adjusting 
the weight coefficients of synaptic connections between 
neurons. CNN has the following advantages [18, 19]:

– one of the best ANNs for image recognition and 
classification; 

– compared to a fully connected neural network, a 
much smaller number of adjustable weights; 

– convenient parallelization of calculations, and, 
consequently, the possibility of implementing algo-
rithms for working and training the network on graph-
ics processors;

– relative resistance to rotation and shift of the 
recognized image; 

– training involving the classical error backpropa-
gation algorithm.

In the improved method, approximated wavelet 
coefficients of the MO images are used as standards. 
Unlike known methods, a given method takes into 
consideration:

– the orientation of MO in the image; 
– the shape of the image of the object; 
– the tone of the MO image; 
– the size of the image of MO.

Our study of the proposed method showed that a given 
method provides higher efficiency of MO recognition. In this 
case, the time to make a decision by the proposed method 
decreased on average from 0.7 to 0.84 s compared with the 
neural networks ResNet and ConvNets for the same training 

 

 

  
 

Fig. 13. Image recognition results based on the noise level



Eastern-European Journal of Enterprise Technologies ISSN 1729-3774	 4/9 ( 112 ) 2021

76

and test samples. The gain is achieved by using DWT to 
reduce the size of the MO image.

Our results (Table 3) showed that for different orien-
tations of MO in the image, the recognition accuracy in-
dicators change insignificantly. The proposed method has 
demonstrated a gain in recognition accuracy, compared to 
ConvNets ANN, from 3 to 7 %, compared with ResNet ANN, 
from 8 to 9 %.

The limitation of the proposed method is that it is adapt-
ed to recognize MOs in three classes. The CNN was trained 
on high-contrast digital MO images acquired from aerial 
photographs by UAV. The shooting was carried out in the 
daytime, the time of year ‒ summer. Thus, high values of 
MO recognition accuracy were obtained. For other types of 
images, the accuracy of recognition by class may vary, which 
requires additional research.

In the future, work will continue filling the base of refer-
ence MOs. It is also planned:

– to assess the sensitivity of the improved method of MO 
recognition under various conditions of aerial photography;

– to devise a method to search for MO images in aerial 
photographs; 

– to clarify the options for applying the proposed CNN 
to automate the process of information processing;

– to train the developed CNN for other conditions for 
acquiring digital images of MOs; 

– to improve the structure of CNN and methods of its 
training; 

– to apply CNN to recognize different types of MOs.

7. Conclusions

1. Our study of the quality indicators of MO image 
recognition, acquired from the optical system of UAV has 
shown:

– the operator spends 70 percent of the time on detailed 
processing of an aerial photograph; 

– the operator assigns the image to the class of the ob-
ject (for example, an airplane, helicopter, tank) in the range 

of values from 7.6 to 9.6 for the ratio of resolution to the 
minimum size of the object;

– the operator assigns the image to the type of ob-
ject (for example, the type of tank) in the range of values 
from 10 to 16 for the ratio of resolution to the minimum 
size of the object; 

– to improve the efficiency of the entire processing pro-
cess, it is important to reduce the time for recognition of 
MO images;

– to increase the probability of correct recognition, it is 
necessary to reduce the value of the spatial resolution or the 
value of the shape recognition coefficient; 

– even for the same MOs, the values of the recognition 
features could change, which increases the time of recogni-
tion of MO images;

– the reference information that is used during process-
ing does not always make it possible to determine the values 
of the signs of recognition of a particular MO image; 

– there is an insufficient level of automation of the pro-
cess of recognition of MOs on aerial photographs; 

– the low efficiency of recognition of MO images and the 
entire processing process in general.

2. Evaluation of the effectiveness of the method for rec-
ognizing objects of monitoring by a convolutional neural 
network using DWT showed that the proposed method 
makes it possible:

– to reduce the size of the image of MO; 
– to take into consideration the values of recognition 

features for each specific MO; 
– to use reference images for training CNN;
– to recognize monitored objects by classes: tank, plane, 

helicopter; 
– to reduce the time for MO recognition on average from 

0.7 to 0.84 s compared to the ANNs ConvNets, ResNet; 
– to improve the accuracy of MO recognition, in com-

parison with the ConvNets ANN, from 2 to 7 %, compared 
with the ResNet ANN, from 8 to 9 %.

Improving the performance of an artificial neural net-
work has been obtained by decomposing and approximating 
the digital image of MO by discrete wavelet transform.
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